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ABSTRACT
This paper presents the design, implementation, evaluation, and deployment of Meta’s production network migration system. We first introduce the network migration problem for large-scale production datacenter networks (DCNs). A network migration task at Meta touches as many as hundreds of switches and tens of thousands of circuits per datacenter (DC), and involves physical deployment work on site that can last months. We describe real-world migration challenges, covering complex and evolving DCN architectures and operational constraints. We mathematically formalize the problem of generating efficient and safe migration plans, and exploit the inherent symmetry and locality of DCN topologies to prune the search space. We design an ordering-agnostic compact topology representation to eliminate redundant satisfiability checking, and apply the A* algorithm with a domain-specific priority function to find the optimal plan. Evaluation results on a range of production migration cases show that Klotski reduces the time to find optimal migration plans by up to 381× compared to prior solutions. We hope by introducing the problem and sharing our deployment experience, this work can provide a useful context for network migration in the real world and inspire future research.
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1 INTRODUCTION
Large web service providers heavily depend on datacenter networks (DCNs) to deliver reliable and smooth experience to users. DCNs are constantly scaling and evolving because of at least three reasons. First, the datacenter (DC) traffic is increasing at a fast pace under new technology trends, exemplified by recent advancements in cloud computing [40, 47], big data [12, 28], and machine learning [10, 51]. Second, switch failures are the norm rather than the exception in large-scale multi-layer DCNs [4, 14]. A failure recovery process usually requires replacing failed switches or updating their firmware or software. Third, there are routine procedures to retire old hardware and onboard new hardware [48, 53].

The scaling and evolution of DCNs rely on network migration, which changes the network by adding, removing, or swapping switches and circuits. Migrating a DCN is time-consuming, especially for large-scale multi-layer production DCNs. Importantly, unlike updating the control plane configurations or data plane flow tables, network migration involves physical deployment work—a manual process performed by human operators. A migration task at Meta can touch hundreds of switches and tens of thousands of circuits per DC, and can take months based on the scale and complexity (§2).

The objective for network operators is to perform network migrations efficiently and safely. First, it is important to minimize the migration time, because network migration is often triggered by important operational needs, such as increasing the total capacity, recovering from failures, and onboard new hardware with new functionalities. These operational needs are strongly correlated with application demands and user experience. Second, safety must be guaranteed during the migration. That is, the network, when old switches have been removed and new switches are not onboarded, must satisfy dynamic traffic demands during the migration and leave sufficient headroom to absorb traffic bursts from flash crowds.
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Efficiency and safety are difficult to achieve under various constraints in production settings. First, because we cannot precisely drain all circuits at the same time, severe congestion can happen in the transient, which is known as traffic funnelling. Second, multiple datacenters may be migrated at the same period, and independently migrating each can make them unconnected during some middle steps. Third, there can be different meshing patterns between the old topology and new topology, increasing the complexity of the migration. Forth, multiple generations of DCNs can coexist. Migrating them would need different plans and migrating multiple of them together requires even more careful planning.

Given these constraints, it is challenging to find the optimal plan that minimizes migration time while ensuring safety. A migration plan contains a sequence of actions that drain or undrain traffic from particular switches and circuits. Finding the optimal plan amounts to finding the optimal ordering of actions, which is a hard combinatorial optimization problem. For example, changing 100 switches has more than 100! (or $9.3 \times 10^{157}$) plans, while large DCNs have tens of thousands of switches.

We present Klotski, a system for efficient and safe DCN migration. Klotski is able to find the optimal migration plan under safety constraints for large DCNs with $O(10,000)$ switches and $O(100,000)$ circuits in just a few minutes.

To address the scalability challenges, Klotski first exploits the inherent symmetry of DCN topologies to prune the search space. It divides a DCN topology into multiple symmetry blocks, and different orderings of actions in the same block have equivalent search states. We remark that leveraging the topology symmetry has been applied to different contexts of network management [4, 32]. In particular, Janus [4] is a recent work that applies symmetry to planning network changes. For complex DCN topologies, however, one symmetry block contains few switches, which cannot prune the search space effectively. Klotski further considers the switch locality. Based on our observation that neighbor switches can be operated in parallel with little operational cost and little impact on safety, we merge several symmetry blocks into one operation block, in which the switches are operated together.

Klotski applies A* algorithm [18] to efficiently find the optimal migration plan in the pruned search space. A* algorithm is a canonical informed search algorithm that uses a priority function to give preferences to the states that are likely to be close to the target state. The crux of our solution is a domain-specific priority function table, obviating the need for redundant satisfiability checking. But naively doing so incurs excessive indexing overhead and memory footprint due to the scale of large DCN topologies.

Our important intuition is that the ordering of the actions does not matter for satisfiability checking, because satisfiability checking only examines the topology after these actions are performed. Based on this intuition, we design a compact topology representation that uses a vector to only store the number of finished actions of each type. This ordering-agnostic representation enables Klotski to efficiently store intermediate satisfiability checking results and significantly reduce the computation overhead and memory footprint.

From an engineering perspective, we implement an end-to-end pipeline for managing the entire life cycle of network migration. Klotski is productionized as a component of Engineering Design Package at Meta. We develop a Network Product Definition (NPD) format that represents production DCNs as input to Klotski. It also provides an interface to accommodate different cost functions. We evaluate Klotski with a variety of production DCN topologies and network migration cases. Klotski reduces the planning time by up to $381 \times$ compared to state-of-the-art DCN migration planners [4, 37].

We have deployed Klotski at Meta since 2020 to generate migration plans for over 100 datacenters within 20 regions. We share our deployment experience from three aspects. First, we share the need to consider special routing configurations and incorporate traffic demand forecasts into the migration process. Failing to do so would result in congestion during the migration. Second, we share operational issues we have to deal with when applying Klotski in production, including failures during operation duration, simultaneous operations, space and power constraints, unexpected traffic surges, and operating expense (OPEX) savings. Finally, there is a growing interest in applying deep learning (DL) to networking in both academia and industry. We started in early 2021 and collaborated with top DL researchers and engineers at Meta for over two years. We share what we have tried, contrast classical methods and DL methods with first-hand experience, and inform the community of the practical obstacles we found when trying to apply DL to a real-world network management problem.

2 NETWORK MIGRATION AT META

In this section, we first introduce the DCN architecture at Meta. Then we describe the network migration operations and discuss the practical challenges we face. We lastly summarize network migration types at Meta.
2.1 DCN Architecture at Meta

DCs at Meta are the most important infrastructure to provide compute and storage capacity to support the applications and services for billions of users. A region refers to DC facilities in geographically-closed proximity, e.g., in a campus, which usually consists of six to seven buildings. In the following, we introduce the important switch roles in a bottom-up order in the DCN topology, as shown in Figure 1.

Datacenter fabric. A Fabric network provides mass connectivity for servers with three layers of switches. A rack of servers is connected to a Rack Switch (RSW). RSWs are interconnected by Fabric Switches (FSWs) in the upper level, which in turn are connected by Spine Switches (SSWs). The smallest unit of deployment in a Fabric is called a Pod. One Pod consists of four FSWs and the connected RSWs. Besides, a disjoint end-to-end path within the Fabric serviced by a set of SSWs and FSWs is called a Plane. Switches in the same plane are shown in the same color in Figure 1.

Fabric aggregation layer. Multiple Fabrics in the same region are connected by a FA (Fabric Aggregate) layer. Its primary function is to serve the traffic that flows between buildings in a region (east/west) and traffic exiting or entering a region. Our FA layer has gone through multiple generations, and the latest generation is called HGRID (HexaGrid). Different from previous generations of using monolithic expensive switches, the HGRID employs a disaggregated architecture and consists of a set of commodity switches. The sub-switches facing downward to the fabric are grouped together and called FADU (Fabric Aggregate Downlink Unit), while the upward sub-switch group is called FAUU (Fabric Aggregate Uplink Unit). The disaggregated approach allows us to accommodate larger regions and different traffic patterns while providing the flexibility to adapt to future growth. HGRID provides an ingress and egress point from the region to the backbone. Given its important position, migrating from the previous generations to the latest has been a challenging task.

Regional aggregation. Beyond FA, we introduce another layer called MA (Metro Aggregation) that provides connectivity to different regions that are close in proximity. We also adopt disaggregation architecture for MA, called DMAG.

Backbone. At the top layer, the wide-area backbone network interconnects datacenters globally. The datacenter to Backbone connectivity has also evolved due to the scale challenges. DRs (Datacenter Routers) are high-end routers sitting at the boundary of datacenter and Backbone. EB routers are the border routers from the backbone side to connect to DR. EBB (Express Backbone routers) are at the core of the WAN.

2.2 Why is it hard?

Network migration refers to the process of changing the network by adding, removing, or swapping switches and circuits. It is a common operation in DCNs and can be triggered for multiple reasons, such as adopting new hardware and technology, decommissioning old equipment, expanding capacity, and introducing new topology/routing. A network migration task in this paper typically touches thousands to tens of thousands of circuits per DC, and thus could result in significant changes to the underlying network topology and capacity. In addition, a migration often involves physical deployment work on site which can last months. Thus, given its potential impact and its lengthy duration, we have to plan the migration carefully and account for all possible intermediate states.

We explain the migration using a simplified DCN topology between two layers. The migration job is to upgrade the FA layer from an old generation to a new generation (HGRID) with more nodes and larger capacity, shown in Figure 2 (a).

Consider efficiency. While Figure 2(a) shows the logical view of the migration, we expand its physical connectivity to Figure 2(b). There are four planes of SSWs, shown in four different colors. To simplify, we assume there are four FAs at the top layer. Each FA connects to one SSW in each plane. A naive approach is that we pick one link between SSW and the old FA (e.g., circuit 13), drain the link, physically change the wiring to connect to HGRID, and then undrain the link to recover the traffic. However, the number of circuits that needs to be migrated can be even tens of thousands in one migration. Moving circuits one by one would be inefficient.

Consider safety. In the other extreme, we could drain all circuits to the old FA and change wiring all at once. However, this will cause too much capacity to be lost, i.e., over 10 Tbps of capacity. The
wiring is conducted in two different physical locations and can be quite complex. Thus, the capacity lost may take weeks. Figuring out the right amount of safe capacity that can be drained in a single step is not trivial, as it relates to the affordable downtime, the predicted traffic demand, and the available capacity in other parts of the network.

**Consider traffic funneling.** Even if we figure out the right number of circuits to drain at once, deciding on which circuits is yet another challenge. Let’s assume we drain circuits 1–4 in one step. However, we cannot precisely control all circuits being drained at the same time. When 3 out of the 4 circuits are drained, traffic from FSWs will be all sent to the remaining circuit, causing severe congestion. This is known as the upstream traffic funneling phenomenon. An alternative is to horizontally drain circuits 1, 5, 9, and 13, that is, the first ports in each plane. But similarly, all fourth circuits cannot be drained at the exact same time. When 3 out of these 4 circuits are drained, the downstream traffic from FA will be flooded to the remaining circuit, causing downstream traffic funneling.

**Consider multiple DCs.** Even if we randomly pick four circuits in each plane to drain, there would still be a problem. Assume DC1 and DC2 are migrated at the same time, and we drain circuits 1, 3 in DC1 and circuits 102, 104 in DC2. By looking at DC1 alone, we lose two circuits of capacity. However, DC1’s circuits 2 and 4 are effectively lost as well. This is because their connected circuits in DC2 are down. The inter-DC circuits become not usable.

**Consider different meshing patterns.** What’s worse, the old and new connectivity patterns can change. Figure 2(c) shows two different ways to interconnect SSW and the aggregation layer. The right one has a smaller capacity per node so it does not have a one-to-one mapping with the downstream planes.

**Consider different generations.** Finally, in production, multiple generations of networks coexist. As shown in Figure 2(d), one DC has four planes while the other DC has upgraded to eight planes. Migrating them would need different plans and migrating them together requires even more careful planning.

### 2.3 Challenges

As illustrated by the previous examples, we summarize the reasons of the migration challenges below.

**Complex and evolving DCN architecture.** The DCN architecture at Meta is more complicated than conventional Clos network topologies [37], as illustrated in §2.1. It contains eight layers and more than nine types of switches. Moreover, the DCNs are evolving gradually. Multiple generations of switches/circuits and routing protocols coexist in a single migration task. The mixture of topology and routing leads to different equivalence of switches (§4.1). Simply applying symmetry rules of [4] does not work. Besides, each region has its own idiosyncrasies, leading to different constraints. For example, some regions have tighter capacity buffers so we should be more careful to bring down switches. A region for hosting storage has a different reliability requirement than a compute region. An intelligent migration plan should take topology and service heterogeneity into consideration.

**Various operational constraints.** Various operational requirements exacerbate the network migration problem further. First, the demand variance is not negligible since one migration task spans from weeks to months (e.g., large migration tasks involving multiple DCs). On the other hand, traffic and services will grow organically over time. On the other hand, additional capacity should be preserved to accommodate unexpected traffic spikes and rerouting due to failures. The second important constraint is the availability of physical port numbers on every switch. The total number of ports on the hardware chassis is a hard constraint for the migration plan. We often need to decommission some circuits first to free up the ports and repurpose them for other connectivity. Such cases require extra steps in the migration plan.

**Large search space.** In a real-world DCN with tens of thousands of switches, one network migration task typically involves tens to hundreds of switches per DC. The size of the search space (i.e., the number of possible migration plans) is the number of permutations of the switches to operate, which is super-exponential to the number of switches to operate. For example, more than 100! (or $9.3 \times 10^{157}$) plans exist for changing 100 switches. It is difficult to solve the problem with off-the-shelf optimization solvers [1, 2].

**Efficiency requirement.** In practice, the network conditions and traffic are time-varying. A network migration plan should be generated efficiently to react to these dynamics. Additionally, operators may need to tune the input constraints for a migration iteratively. A fast generation of migration plans can significantly reduce such trial-and-error process.

### 2.4 Network Migration Types

As discussed in §2.3, a network migration usually involves switches and circuits on different layers and of different types. In this paper, we share three large-scale migration types that have happened in the past few years and have been supported by Klotski. Table 1 shows the range of the number of switches, circuits, the affected capacity, and the total duration of the migration per DC. Note that the statistics of the table are for per DC and large migration tasks involve multiple DCs. The table shows that these migrations are large-scale, affecting a huge amount of capacity, and long lasting.

**HGRID V1 → V2 Migration** (Figure 3(a)). It is to replace all switches in the HGRID layer with a new generation of hardware. We need to remove/decommission the old switches first to create space for the new switches in the same location. The purpose of this migration type is to increase the inter-DC capacity for DCs within a region. The challenges of this migration type include three aspects. (i) It serves the inter-DC traffic within a region and every step results in a large volume of capacity change. Thus, the planning needs to be done more carefully. (ii) Each HGRID connects multiple DCs. Thus, the action space is huge, because there are many choices of which DCs to migrate at every step. (iii) Different DCs may have different generations of topologies and connectivity patterns, which further complicates the planning.

<table>
<thead>
<tr>
<th>Migration</th>
<th>Switches</th>
<th>Circuits</th>
<th>Capacity</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>HGRID</td>
<td>320-352</td>
<td>13728-26792</td>
<td>1.3T-6.3T</td>
<td>4-9 months</td>
</tr>
<tr>
<td>SSW Forklift</td>
<td>144-288</td>
<td>14140-40320</td>
<td>14T-16T</td>
<td>3-4 months</td>
</tr>
<tr>
<td>DMAG</td>
<td>48-64</td>
<td>1648-5576</td>
<td>0.2T-0.5T</td>
<td>1-2 week(s)</td>
</tr>
</tbody>
</table>

Table 1: Migration statistics per DC.
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3 PROBLEM FORMULATION

A DCN can be abstracted as a graph where switches and circuits are represented as nodes and edges, respectively. Each switch \( s \) has a type \( R_s \) introduced in §2.1. Each circuit \( c \) connects two switches and has capacity \( W_c \). We then describe important definitions and the mathematical problem formulation. Table 2 lists the key notations in the problem formulation.

**Action.** A network migration task is done by a sequence of actions operated on switches and corresponding circuits, called action sequence. Every switch to be operated on has its action type, which is decided by its switch type \( R_s \) and the operation type (i.e., drain or undrain). For example, the action type of draining one SSW switch is different from that of draining one FADU switch or undraining one SSW switch. Operating a switch back and forth is meaningless. Thus, a switch can be operated at most once in one migration task.

**Objective.** The objective of the migration planning is to minimize the operational cost, i.e., operational time. We remark that the operational cost mainly comes from two consecutive actions with different action types. Different action types mean different switch types or different operation types which cannot be done simultaneously. However, the switches with the same type are usually placed close at Meta. Thus, actions with the same action type can be done by the operators simultaneously with negligible extra operational cost. We formulate the objective as Equation 1.

\[
\min_L \sum_{i=1}^{\lfloor L \rfloor - 1} \mathbb{I}(A_{L_i} \neq A_{L_{i-1}}) + 1
\]  

(1)

**Table 2: Key notations in the problem formulation.**

- \( S_{opt} \): Switch and circuit set to be operated
- \( R_s \): Type of switch \( s \)
- \( A_s \): Action type of switch \( s \)
- \( W_c \): Capacity of circuit \( c \)
- \( D \): Demand set containing the source and target switches and the forecasted traffic
- \( T(d, S, C, c) \): The traffic on circuit \( c \) given the demand \( d \), the switch set \( S \), and the circuit set \( C \)
- \( P(d, S, C) \): A circuit path from the source switch \( d_{src} \) to the target switch \( d_{tar} \) given the demand \( d \), the switch set \( S \), and the circuit set \( C \)
- \( L_i \): Action sequence where \( L_i \) is the \( i \)-th operated switch
- \( S_i \): Switch set after action \( L_i \)
- \( C_i \): Circuit set after action \( L_i \)
- \( \theta \): Maximum utilization rate of each circuit
- \( P_s \): Maximum port number of switch \( s \)

\[
\begin{align*}
\lfloor L \rfloor & \leq i < \lfloor L \rfloor = S_{opt} \\
L_i & \neq L_j, \forall 0 \leq i, j < \lfloor S_{opt} \rfloor \land i \neq j \\
\exists P(d, S_i, C_i), \forall d \in D, \forall i, s.t.(A_{L_i} \neq A_{L_{i-1}} \land 1 \leq i < \lfloor L \rfloor) \lor i = \lfloor L \rfloor - 1 \\
\sum_{d \in D} T(d, S_i, C_i, c)/W_c & \leq \theta, \forall c \in C_i, \forall i, s.t.(A_{L_i} \neq A_{L_{i-1}} \land 1 \leq i < \lfloor L \rfloor) \lor i = \lfloor L \rfloor - 1
\end{align*}
\]  

(2)  

(3)  

(4)  

(5)
The constraints in Equation 2–6 are explained below.

- **Availability constraints** (Equation 2–3). An available action sequence \( L \) should contain only switches in \( S_{opt} \) and contain each switch in \( S_{op} \) once and only once.
- **Demand constraints** (Equation 4–5). Multiple traffic demands exist between RSWs or between RSW and EBB. For each demand \( d \), at least one path from the source \( d_{src} \) to the target \( d_{tar} \) should exist. The utilization rate of each circuit, \( \sum_{c \in D} T(d, S_i, C_i, c) / W_c \), should be lower than a threshold \( \theta \), to survive failures and absorb traffic spikes. The demand constraints should be checked every time the action type changes in the action sequence \( L \) and at the end of \( L \) as consecutive actions with the same type are operated in parallel.
- **Port constraints** (Equation 6). A switch has a certain number of ports decided by its hardware configuration. The number of switches one switch can connect with should not exceed its port number. The port constraints need to be checked at the same time as the demand constraints.

4 KLOTSKI DESIGN

Figure 4 shows an overview of Klotski. Klotski takes the network topologies, forecasted traffic, and constraints as input. Klotski computes the network migration plan in two steps. First, Klotski leverages the inherent symmetry of DCNs and the locality of switches to prune the search space. Then, it computes the optimal migration plan with the lowest operational cost by its DP-based algorithm or A* search algorithm.

4.1 Search Space Pruning

Naively, a brute-force approach needs to examine all possible action sequences for a migration task to decide the one with the minimal operational cost. However, it is impractical in production given that one migration task usually involves hundreds of switches and thousands of circuits. For example, there are 100! (or \( 9.3 \times 10^{157} \)) possible sequences for changing 100 switches. It is impossible to go through all of them in a reasonable amount of time. Klotski exploits the inherent symmetry and locality of switches to reduce the search space.

Here we follow the notion of equivalent switches and symmetry blocks in Janus [4]. Briefly, switches that connect to the same hosts and have the same routing table are equivalent, and equivalent switches form a symmetry block. The operation order of equivalent switches does not affect the cost and constraints of migration. However, we find that there is little symmetry in Meta’s DCNs. Each symmetry block consists of at most two switches for our three real-world migration types.

In practice, we find that the locality of switches influences the operational cost and constraint satisfiability. Specifically, we can operate switches that are close to each other simultaneously with little extra operational cost and little impact on constraints. Thus, we merge symmetry blocks with locality into one operation block, to further prune the search space. Switches in one operation block are operated together. For example, in Figure 5, each FAUU symmetry block contains two switches and each FADU symmetry block contains one switch. We merge two FAUU symmetry blocks and four FADU symmetry blocks into one operation block, and merge six operations on symmetry blocks to one operation on the operation block. The organization policy of operation blocks is based on our operational experience and broadly tested over real-world topologies and migrations. The details are described in §5.

4.2 Efficient Satisfiability Checking

Both the DP and A* planners need to check the satisfiability of the practical constraints defined in §3. It is time-consuming as all constraints are checked on a large DCN topology with up to \( O(10,000) \) switches and \( O(100,000) \) circuits. We propose the notion of equivalent states and the design of a compact topology representation to speed up the checking.
Figure 6: The search process of A* search planner to find the optimal network migration plan.

**Definition 1. Equivalent states.** States \( n_1 \) and \( n_2 \) are equivalent if they have the same network topology.

Equivalent states can be derived by going through different action sequences from the original topology. For example, assume there are two action types, 0 and 1. Performing two action sequences \((0, 0, 1, 1)\) and \((0, 1, 0, 1)\) on the same original topology will generate the same topology, since they both do the actions 0 and 1 twice. The satisfiability checking for equivalent states can be done only once because the constraint satisfaction of a state is merely determined by the current network topology, which is the same for equivalent states. Thus, we use a cache table \( T_C \) to store the mapping of topologies and the checking results. Every time we need to do the satisfiability checking, we can directly fetch the checking result if the topology is in \( T_C \). Otherwise, we examine the constraints and store the checking result in \( T_C \) for future reference.

**Compact topology representation.** Due to the large scale of DCN topologies, naively storing the topologies in \( T_C \) incurs excessive indexing overhead and memory footprint. Our important insight is that equivalent states with different ordering of actions have the same number of each action type. Thus, we design an ordering-agnostic compact topology representation to represent a topology as \( \tilde{V} = (v_i) \), where \( v_i \) is the number of finished actions with action type \( i \). For a state \( n \), \( \tilde{V} \) can be easily obtained by counting the action sequence \( L \) of \( n \) in linear time, i.e., \( O(|L|) \), which is negligible in comparison with the overhead of redundant satisfiability checking.

### 4.3 DP-based Planner

Dynamic programming (DP) is a classical method to solve combinatorial optimization problems [3, 6]. We design a DP-based planner, which is used in an early version of Klotski, to plan our network migration. This planner achieves polynomial time complexity. The key idea is that we can visit each intermediate topology only once with the compact topology representation in a specific order of the representation.

Specifically, the DP state \( f(\tilde{V}, a) \) stores the minimal cost of changing the original topology to the current topology \( \tilde{V} \) with the last action type \( a \). We track the last action \( a \) to calculate the cost for its successor states by comparing it with the next action type. For each state, we enumerate all possible predecessor states, \( f(\tilde{V}^*, a^*) \), that satisfy Equation 8 to get the minimal cost as shown in Equation 7.

\[
f(\tilde{V}, a) = \min_{a^*} f(\tilde{V}^*, a^*) + \begin{cases} 1 & a \neq a^* \\ 0 & a = a^* \end{cases}
\]

\[(8)\]

\[
f(\tilde{V}^*, a^*) = \begin{cases} v_i & i \neq a \\ v_i + 1 & i = a, \forall v_j^* \in \tilde{V}^* \end{cases}
\]

Note that for a topology represented by \( \tilde{V} = (v_i) \), any predecessor topology represented by \( \tilde{V}^* = (v_i^*) \) has a smaller total number of actions, i.e., \( \sum v_i^* < \sum v_i \). As a result, we propagate the states based on Equation 7 in ascending order of the total number of finished actions. We use an auxiliary array \( g(\tilde{V}, a) \) to store the last action type of the optimal action sequence to state \( \tilde{V} \). The optimal action sequence can be rebuilt by tracking from the target topology backward to the original topology in \( g \). Theorem 1 shows the time complexity of the DP-based planner.

**Theorem 1.** Given that there are \(|A|\) action types, \(|L|\) actions to do, \(|S|\) switches, and \(|C|\) circuits, the time complexity of DP-based planner is \( O(|A| \cdot (\frac{|L|}{|A|})^{|A|} \cdot (|A| + |S| + |C|)) \).

The proof of Theorem 1 is in Appendix A.1. Briefly, the time complexity of the DP-based planner is the product of the number of DP states and the processing time for each state. The number of DP states is bounded by \(|A| \cdot (\frac{|L|}{|A|})^{|A|}\) according to Jensen’s Inequality [20]. Each state requires finding the predecessor states and performing constraint satisfiability checking, i.e., \( O(|A| + |S| + |C|) \).

### 4.4 A* Search Planner

Considering the scale of network migration tasks in production, it is still time-consuming to run the DP-based planner even after the search space is pruned and compacted. We design an A* search planner based on A* algorithm [18] to further reduce the planning time, and use a domain-specific priority function to guide the search process.

Figure 6 shows the search process of our A* search planner. The search process starts from the original network topology and takes actions step by step until it arrives at the target topology. Each search state can be specified by the operated action sequence from the original state and the action type of the last finished action type. For the current search state \( i \), it generates the next state candidates by applying every action type to the current topology. The new topologies that meet the demand constraints and port constraints are regarded as feasible state candidates and will be put into a priority queue. Meanwhile, our A* search planner computes priorities for the newly added state candidates and picks the one with the highest priority in the priority queue as the next search state.
Priority design. In A* algorithm, the priority $f(n)$ represents the estimated cost of a search path that goes through the current state $n$. $f(n)$ is composed of two parts, i.e., $f(n) = g(n) + h(n)$, where $g(n)$ is the existing cost from the original state to the current state $n$ and $h(n)$ is an admissible heuristic function—it is a lower bound on the cost-to-go from the state $n$ to the target state. A* is guaranteed to find the optimal solution if and only if $h(n)$ never overestimates the cost-to-go. In our problem, smaller $f(n)$ represents a higher priority, 

The design of $h(n)$ is important to the performance of A* algorithm. We choose the number of remaining action types as $h(n)$. Such future cost estimation design has two principal benefits. First, it guarantees the optimality of the final result. It is obvious that $h(n) \leq h^*(n)$ holds for any state $n$, where $h^*(n)$ represents the actual future cost of $n$, since the number of action type changes in an action sequence is at least the number of action types. Thus, the algorithm is guaranteed to return the optimal result [18]. Second, the computation of $h(n)$ is efficient. $h(n)$ is computed for every state candidate during the search process. Considering the number of state candidates to check, $h(n)$ needs to be computed efficiently. As the total number of actions for each type is given and the number of finished actions for each type can be stored during the search, $h(n)$ can be easily obtained by getting the actions to be done and counting the number of their types.

In practice, we found that many different search states usually have the same value of $f(n)$, especially at the beginning of the search. To differentiate these states, we use the number of finished actions as the secondary priority. Intuitively, the search states with more finished actions should have a higher priority, since these states are usually closer to the target state and have a higher probability to derive the optimal solution. Theorem 2 shows the time complexity of the A* search planner.

**Theorem 2.** Given that there are $|A|$ action types, $|L|$ actions to do, $|S|$ switches, and $|C|$ circuits, the time complexity $T$ of the A* search planner satisfies $T = \Omega(|L| \cdot (|A| + |S| + |C|)) = O((\frac{|L|}{|A|})^{|A|}, (|A| + |S| + |C|)).$
The traffic demand is forecasted based on historical data. We first evaluate the optimality and efficiency of Klotski compared with state-of-the-art planners over different sizes of topologies. We evaluate Klotski on five production network topologies. These five topologies are representative of the migration cases that Klotski handled in the past. They are listed in Table 3 in ascending order of topology sizes, with A being the largest topology. These five topologies are the intrinsic symmetry of DCNs to prune the search space [4]. We extend Klotski to handle the generalized cost function. The main idea is that two adjacent actions with different types are operated serially, while two adjacent actions with the same type can be operated simultaneously with extra cost $\alpha$ for each action. For Klotski-A*, we use Equation 9 to calculate $h(n)$, where $n$ is the current search state, $A$ is the action set, and $N_a$ is the remaining number of actions with type $a$.

$$h(n) = \sum_{a \in A \land N_a > 0} 1 + \alpha(N_a - 1)$$ (9)

6 EVALUATION

We first evaluate the optimality and efficiency of Klotski compared with state-of-the-art planners over different sizes of topologies. We then show the generality of Klotski over different migration types. The results show that Klotski can always find the optimal solution and is up to 381x faster than baselines. We also investigate the design choices of Klotski.

6.1 Methodology

Topology. We evaluate Klotski on five production network topologies with different scales, i.e., A, B, C, D, and E. These five topologies are listed in Table 3 in ascending order of topology sizes, with 40–100,000 switches and 80–100,000 circuits. The circuit capacity is in the unit of Tbps. E is comparable to Meta’s DCN. These topologies are representative of the migration cases that Klotski handled in over 100 DCs at Meta.

Traffic. The traffic demand is forecasted based on historical data collected by Meta’s DCNs, reflecting the average traffic requirements in the near future. There are three kinds of source and target pairs, i.e., RSW to EBB, EBB to RSW, and RSW to RSW. The traffic is typically hundreds of Tbps.

Constraints. In terms of demand constraints, the maximum utilization rate $\theta$ is set to be 75% by default, according to our practical experience. We also investigate the impact of $\theta$ by changing it from 55% to 95% in §6.4. In the terms of port constraints, the maximum port number $P$ varies according to topologies and real-world configurations.

Network migrations. We evaluate Klotski on all three migration types in §2.4. Topologies $A \rightarrow E$ perform HGRID V1→V2 Migration, and replace all FADUs and FAUUs. The number of actions ranges from 50 to 700. $E \rightarrow DMAG$ performs DMAG Migration, which drains all circuits between EBs and FADUs, and adds MAs and related circuits. $E \rightarrow SSW$ performs SSW Forklift Migration, which takes about 300 actions.

Baselines. We compare two versions of Klotski with two state-of-the-art (SOTA) baselines. Klotski-DP uses the DP-based planner in Klotski, while Klotski-A* uses the A* search planner. Planners that maximize the minimum residual capacity (MRC) use a greedy strategy for each step of the migration plan [37]. Janus leverages the intrinsic symmetry of DCNs to prune the search space [4]. We define the superblock in Janus as the operation block in Klotski.

Evaluation metrics. To compare the optimality and efficiency of planners, we measure the minimum cost each planner can get and the planning time to find the optimal plan. All planners run at most 24 hours as more time for planning does not meet the efficiency requirement in production. We normalize the cost by the optimal cost of every migration task, and normalize the planning time by that of Klotski-A*. While we report normalized time for privacy concerns, Klotski-A* uses less than 4 minutes to generate a plan for the largest topology.

6.2 Scalability

We evaluate Klotski over topologies $A \rightarrow E$ with up to 10,000 switches under HGRID V1 $\rightarrow$ V2 Migration.

Optimality. Figure 8(a) shows the normalized minimum cost each planner can get. MRC uses a greedy strategy and cannot find the optimal solution for all evaluated topologies. The other three planners can always find optimal solutions.
Efficiency. Figure 8(b) demonstrates the planning time of each planner normalized by that of Klotski-A*. The absolute planning time increases from A to E. The planning times of MRC and Janus are $7.1 - 262.6\times$ and $8.4 - 380.7\times$ slower than Klotski-A*, due to three reasons. First, these two planners need to preprocess all available action combinations, which is time-consuming. Second, there is little symmetry in the complex migration tasks we study that Janus can leverage. Third, Janus traverses the entire search space, while Klotski-A* returns once it visits the target state [18]. Klotski-A* is $1.7 - 3.8\times$ faster than Klotski-DP. Intuitively, Klotski-A* is intelligently guided by the priority and gets to the target topology without visiting all intermediate topologies. However, Klotski-DP has to visit all intermediate topologies to calculate the DP function correctly. We remark that reducing the planning time from hours to minutes is important in practice for two reasons. First, before the migration, operators need to adjust the migration configurations interactively based on the planning solutions for each migration. Second, the traffic demand varies from time to time and we need to re-run the planner with the updated demand during the migration.

### 6.3 Generality

To demonstrate the generality of Klotski over different migration types, we compare all planners over $E, E = \text{DMAG}$, and $E = \text{SSW}$. These three migration tasks are only different in migration types. The evaluation results are shown in Figure 9. Klotski-A* is up to $7.1\times$ faster than MRC, $8.4\times$ faster than Janus, and $2.1\times$ faster than Klotski-DP. Note that MRC and Janus cannot handle migration types that change the topology (E-DMAG), while Klotski is capable of planning all types of migrations, showing the generality of Klotski.

### 6.4 Analysis of Klotski

#### Impact of Klotski design

We compare Klotski-A* with three variants, Klotski-A* without considering operation blocks (Klotski w/o OB), Klotski-A* without A* algorithm (Klotski w/o A*), and Klotski-A* without efficient satisfiability checking (Klotski w/o ESC), as shown in Figure 10.

Klotski w/o OB fails to find available solutions for large topologies, $C = E$, and takes $4.4 - 26.7\times$ longer time on small topologies. These results show that search space pruning with symmetry and locality is essential for efficiency. Compared with Klotski w/o A*, the speedup of Klotski-A* ranges from $7\times$ to $1456.5\times$. The priority function of A* algorithm guides Klotski-A* to visit the states that have high probabilities to form the optimal solution first. Besides, Klotski-A* only explores part of the search space, while Klotski w/o A* needs to explore the whole search space. Klotski-A* runs $1.1 - 3.5\times$ faster than Klotski w/o ESC, showing the benefit of reducing the duplicated satisfiability checking, especially on large topologies. For small topologies, almost no equivalent states are checked repeatedly, leading to small speedups.

#### Impact of operation blocks

We evaluate Klotski with different organization policies for operation blocks. By merging or splitting the default operation blocks, we get five settings in Figure 11. The factors mean the number of operation blocks compared with the default setting described in §5.

The minimum cost is negatively related to the number of operation blocks. For large operation blocks, lots of switches/circuits are operated together, which makes the constraints harder to meet. As a result, no available solution exists in $0.25 \times E$. In contrast, small operation blocks mean finer-grained actions and may reduce the
minimum cost. Besides, more operation blocks increase the exact time to minimum cost. Thus, the organization policy brings a balance between optimality and efficiency. Klotski-A\textsuperscript{+} is always faster than Klotski-DP and the speedups are 1.1 – 1.8x. This is because A\textsuperscript{+} algorithm visits fewer states than DP algorithm. Additionally, efficient satisfiability checking ensures that Klotski-A\textsuperscript{+} performs no worse than Klotski-DP even in extreme settings.

**Impact of demand constraints.** We also study the impact of utilization rate bound for demand constraints as shown in Figure 12. Intuitively, a lower utilization rate bound means more strict constraints, and fewer switches/circuits can be drained together. Therefore, the optimal cost has a negative relationship with the utilization rate bound. Under higher utilization rate bound, i.e., looser constraints, Klotski-A\textsuperscript{+} visits only a few states and achieves up to 3.2x speedup over Klotski-DP.

**Impact of the cost function.** To investigate the impact of the cost function, we vary the \(\alpha\) from 0 to 1 and compare Klotski-A\textsuperscript{+} with Klotski-DP on topology \(E\), as shown in Figure 13. As expected, the optimal cost increases when \(\alpha\) gets larger and both planners can find the optimal solutions. Klotski-A\textsuperscript{+} has shorter planning time than Klotski-DP for all tasks.

### 7 DEPLOYMENT EXPERIENCE

Klotski has been deployed at Meta since 2020 to generate DCN migration plans for over 100 datacenters within 20 regions. Klotski serves tens of migration tasks every day. We are actively exploring its extensions to other networks such as Backbone and PoPs. In this section, we share our deployment experience.

#### 7.1 Routing Configurations and Traffic Forecasts

In some production scenarios, network operators need to create special routing configurations during the migration process to utilize the special intermediate topology. For example, during the HGRID V1 \(\rightarrow\) V2 Migration, we can no longer rely on pure ECMP to split the traffic among all switches. This is because an HGRID V1 aggregated switch has a different capacity with HGRID V2: they contain a different number of sub-switches and each sub-switch has a different forwarding capability. The relative number between the two types of switches is also changing as the migration progresses. In one outage, we experienced high packet loss even when draining a single link in V1. This is because another box had been upgraded to V2. The downstream systems performed ECMP to both HGRIDs. The old generation could not provide sufficient capacity even with the minimum unit of capacity loss. To handle this challenge, network operators created temporary routing configurations to balance the traffic between HGRID V1 and V2, and updated them according to the migration plan. We are currently extending Klotski to incorporate more flexible routing configurations into the problem formulation.

Another experience is that we need to incorporate traffic demand forecasts into the migration process. We overlooked the demand increase initially as it is usually only needed for long-term planning. However, during deployment, we found some migrations can easily take more than one month. The traffic in a region or for a service is possibly changing drastically during this period. For example, if the traffic demand increases by ten percent after the first two migration steps, then the rest migration steps would fail to satisfy demand constraints. Therefore, we run the forecast after each migration step. Consequently, we also re-run the migration planning with the updated demand and update the migration plan.

#### 7.2 Incorporating Operational Constraints during Migration

Besides the standard factors such as traffic demand and port number, there are other operational constraints that we have to handle when using Klotski in production.

**Failures during operation duration.** Klotski only generates the logical action plan, which needs to be translated to actual configuration changes and to be pushed to switches. The configuration and push pipeline may experience failure due to complex dependency on other systems. For example, an undrain step may be unsuccessful if the network management system experiences an outage. If performing another drain before the recovery of the previous undrain, it could result in capacity insufficiency. Thus, we add extra audits and safety checks to Klotski’s plans during operation.

**Simultaneous operations.** While Klotski is used to handle large-scale migration, there is other routine maintenance that is not controlled by Klotski, such as firmware upgrade and device rebuild.
These changes do not require physical changes to the network but they could also cause downtime to the switches. Therefore, it is necessary for Klotski to generate plans according to the real-time topology changes, and as a result, it requires Klotski to generate results efficiently.

**Space and power constraints.** The old and new hardware generations often share the same space and power. In some cases, there are additional space and power available to support transient state but that could be limited. We consider such constraints when generating intermediate states in Klotski.

**Unexpected traffic surge.** As shown in §2, these operations can take days to weeks so we need to accommodate unexpected service behavior changes. For example, in one incident, warm storage decided to change its backup placement strategy during a network migration. That caused days of traffic spikes. Meanwhile, Klotski’s migration reduced the capacity and worsens the scenario. Thus, service activity should be considered if it could result in large changes in traffic patterns. We re-run Klotski to adapt the migration plan to the changes.

**Traffic funneling.** As discussed in §2.2, traffic funneling happens during migration due to asynchronous operations. To handle this phenomenon, Klotski increases the utilization of related circuits while planning. Meanwhile, we are designing better affinity rules.

**OPEX savings.** Finally, physical migration requires sending workforce to the site to perform manual work. Different sequences of steps could have different costs in terms of human efficiency. Indeed, we are adding a cost model to Klotski which can optimize for OPEX spending.

### 7.3 Classical Methods vs. DL Methods

Deep learning (DL) has been increasingly applied to planning problems [7, 13, 23, 54]. We worked with top DL researchers and engineers at Meta for more than two years. We explored various DL methods with cutting-edge technologies.

For the planning process, we explored three directions. First, we employed reinforcement learning (RL) [30, 43] including DQN [30], PPO [35], and A2C [29], to solve this decision-making problem. To embed the DCN topology, we leveraged graph neural network (GNN) [34, 45], e.g., GCN [22] and GAT [42]. Additionally, we explored domain-specific techniques, e.g., link-node transformation [54] and curiosity-driven reward [36, 52], to assist the training process. Second, we tried transfer learning [44, 46] by training the GNN representation module with labeled migration tasks and transferring the pre-trained module to predict the next action. Third, we also leveraged the pre-trained GNN to score candidate actions and guide the A* search process.

However, we met the following practical obstacles, so that Klotski stayed with classical methods in our deployment. (i) **Scalability.** Although DL can solve small-scale migrations, it is difficult to generalize the DL model for large-scale migrations in production. Most DL models we have tried cannot even find feasible solutions for large-scale migrations. (ii) **Efficiency.** Training a DL model takes hours even on small topologies while Klotski only takes minutes on large topologies. For economic efficiency, DL methods require expensive GPUs while Klotski just uses cheap CPUs. (iii) **Reliability.** As randomness exists commonly in DL, it can not always get the optimal solution. On the contrary, Klotski with classical methods guarantees the optimality. Most of the above obstacles remain open problems in the DL field. Yet, the exploration has not been hindered and we will report back to the community in the future.

### 8 RELATED WORK

**Network topology expansions.** Many efforts have been proposed to support DCN topology expansions. Iteratively-designed DCN structures [15–17, 24, 25] support coarse-grained expansions. Fine-grained incremental expanders [5, 11, 38, 41] have high complexity. Optimization-based methods [8, 9, 50] are weak in scalability or require additional input. FatClique [49] is designed for lower lifecycle management complexity including expansions. Klotski is a general approach for a wide range of network migration types.

**Network migration planners.** Prior work [19, 21, 26, 33] has explored planning network migrations for only specific switch configurations. Janus [4] exploits symmetry of DCN topologies to plan network migrations, which is the closest work to Klotski. Janus assumes the symmetry is not changed during migration which does not hold for our DMAG migration. Klotski does not have this assumption and can handle more general migrations. Moreover, there is little symmetry for complex DCN topologies and migration tasks at Meta, making Janus inefficient. Klotski further considers DCN locality to speed up the planning.

**Practical network management systems.** Network management is a common challenge for large enterprises. Some works [27, 31, 39, 53] propose abstractions for network lifecycle management. Govindan et al. [14] focus on network availability during network migrations and conclude some design principles at Google. Klotski focuses on planning network migrations, which is essential in network management.

### 9 CONCLUSION

In this paper, we present Klotski, a production system for efficient and safe DCN migration at Meta. Klotski formulates the migration planning with domain-specific constraints for safety. Besides, Klotski leverages the inherent symmetry and locality of DCNs to prune the search space, and the power of informed search to find the optimal plans for efficiency. The evaluation results demonstrate that Klotski realizes efficient and safe DCN migration for production network topologies. Klotski has been deployed at Meta since 2020 to generate migration plans for over 100 datacenters within 20 regions.
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A APPENDIX

A.1 DP-based Algorithm

Algorithm 1 represents the pseudocode of our DP algorithm. The DP algorithm requires the same inputs as the search algorithm, i.e., the original network topology $G^*$, the target network topology $T^*$, and constraints $C^*$. We initialize the actions to do at first. Then we set all the elements of the DP array $f(\bar{V}, a)$ to be infinite, except for $f(\bar{0}, 0)$, which is 0 (Lines 1-4). Then we go through all DP states in ascending order of the total number of actions, $\sum a_t$ (Line 6). We get the predecessor topology $V^*$ with the current topology $V$ and its last action $a$ (Lines 7-8). Then we enumerate the last action $a'$ of topology $V^*$ and compare $a'$ with $a$ to update $f(\bar{V}, a)$ according to Equation 7 (Lines 9-13). The auxiliary array $g(\bar{V}, a)$ is updated correspondingly (Line 14). After all the DP states have been visited, the optimal action sequence can be rebuilt by tracking from the target topology backward to the original topology (Lines 15-16).

Algorithm 1 DP algorithm of Klotski

Input: The original network topology $G^*$; the target network topology $T^*$; constraints $C^*$.

Main routine:
1: // Initialize
2: $A, V^* \leftarrow \text{GetActions}(G^*, T^*)$
3: $f(V, k) \leftarrow \infty, k \forall V^*$
4: $f(\bar{0}, 0) \leftarrow 0$
5: // Enumerate states and update
6: for $V$ in ascending order of $\sum a_t$ from $\bar{0}$ to $V^*$ do
7: for $a$ in $A$ AND $a_0 > 0$ do
8: $V^* \leftarrow \text{GetV}(V, a)$
9: if $\text{IsValid}(V, C^*) = \text{True}$ then
10: for $a'$ in $A$ do
11: $\delta \leftarrow \text{ComputeCost}(a, a')$
12: if $f(V^*, a') + \delta < f(V, a)$ then
13: $f(V, a) \leftarrow f(V^*, a') + \delta$
14: $g(V, a) \leftarrow a'$
15: // Get the action sequence
16: $L \leftarrow \text{GetAnswer}(f, g, A, G^*, T^*)$
17: return $L$

Subroutines:
- $\text{GetActions}(G, T)$: Generate the set of action types $A$ and actions to do $A'$ given the original topology $G$ and the target topology $T$.
- $\text{GetV}(V, a)$: Given the topology represented by $V$ and the last action $a$, return the vector $\bar{V}$ which represents the predecessor topology.
- $\text{ComputeCost}(a', a)$: Compute the extra cost of action $a$ given the last action $a'$.
- $\text{IsValid}(V, C^*)$: Check whether the topology represented by $V$ satisfies the demand and port constraints $C^*$.
- $\text{GetAnswer}(f, g, A, G, T)$: Get the optimal action sequence backwards from the target topology $T$ to the original topology $G$ based on the action set $A$. DP function $f$ and auxiliary array $g$.

Time complexity analysis.

Proof of Theorem 1. Given that the target topology is represented by $V^* = (a_i^*)$, the number of action types is $|A|$, and the total number of actions to do is $|L|$, the DP function has $|A| \times \prod_i a_i^*$ states in total, where $\sum_i a_i^* = |L|$. According to Jensen’s Inequality [20], the number of states $|A| \times \prod_i a_i^*$ satisfies $|A| \times \prod_i a_i^* \leq |A| \cdot \left( \frac{|L|}{|A|} \right)$. For each state, $|A|$ predecessor states are visited to decide the final value and one constraint satisfiability checking is performed. As we need to traverse all switches and circuits of the DCN, the time complexity of one constraint satisfiability checking is $\Theta(|S| + |C|)$, where $|S|$ is the number of switches and $|C|$ is the number of circuits. Thus, the time complexity of DP algorithm is $O(|A| \cdot \left( \frac{|L|}{|A|} \right) \cdot \left( |A| + |S| + |C| \right))$. Note that the time complexity is polynomial to $|L|$ because $|A|$, $|S|$, and $|C|$ are constant for each migration task.

A.2 A* Search Algorithm

Algorithm 2 shows the pseudocode of the A* algorithm. Given the original network topology $G^*$, the target network topology $T^*$, and constraints $C^*$, we initialize the actions to do at the granularity of the operation block, the priority queue $Q$, and the cache table $T_C$.
storing the satisfiability checking results for A* search (Lines 1-4). Each element in $Q$ is composed of two pairs, i.e., the priority pair and the state pair. The priority pair contains the cost $f(n)$ and the number of finished actions. The state pair contains the current network topology and the finished action sequence. For each step, the element with the highest priority (i.e., the element on the top) is popped out of the priority queue (Lines 6-7). Then we check if the current topology is the target topology. If it is, the migration is regarded as finished and the corresponding action sequence is returned as the final result (Lines 8-10). If not, we enumerate all the action types and apply each action type to the current topology (Lines 11-15). If the new topology meets all the demand constraints and port constraints (Lines 16-17), we compute its priority, generate the new state, and put the new element into the priority queue $Q$ (Lines 18-20).

Time complexity analysis.

Proof of Theorem 2. Assume that the target topology is represented by $V^* = (a^*_1)$, the number of action types is $|A|$, and the total number of actions to do is $|L|$. The time complexity of the A* algorithm $T$ is the product of the time complexity for each state and the number of visited states.

The time complexity for each state is composed of finding successor states and checking the satisfiability of constraints. One state has $|A|$ successor states. Besides, efficient satisfiability checking guarantees that one state is checked for constraint satisfiability at most once. For one satisfiability checking, we need to examine all the switches and circuits, and the time complexity is $\Theta(|S| + |C|)$, where $|S|$ and $|C|$ are the numbers of switches and circuits, respectively. Thus, the time complexity for each state is $\Theta(|A| + |S| + |C|)$.

The number of visited states varies according to the migration task. In the worst case, the A* algorithm has to visit all states to find the optimal solution. According to the Proof A.1, there are up to $(\frac{|L|}{|A|})^{|A|}$ states. Thus, the upper bound of the time complexity $T$ is $O((\frac{|L|}{|A|})^{|A|} \cdot (|A| + |S| + |C|))$. In the best case, the A* algorithm can always visit the optimal action for each state first, i.e., $|L|$ states are visited in all. Thus, the lower bound of the time complexity $T$ is $\Omega(|L| \cdot (|A| + |S| + |C|))$.

In all, the total time complexity $T$ satisfies $T = \Omega(|L| \cdot (|A| + |S| + |C|)) = O((\frac{|L|}{|A|})^{|A|} \cdot (|A| + |S| + |C|))$. □